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1. Overview of AI



What is AI?
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 Traditional computing = rule-based 

 Limitation – humans. Consider a rule-based autonomous driving system. 

 AI = computer autonomy 

 Why now? Computer processing power and “big data”

Machine 
learning

Natural 
language 

processing 
(NLP)

Facial / 
biometric 

technology



Big data, but how big are we talking?
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How much data do we use in 2023? How does this compare to 2013?

Source: https://www.domo.com/data-

never-sleeps



Machine learning
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Model 
training

Data 
collection

Data 
preparation 

Model 
testing

Model 
deployment

The AI system learns from data and can make 
decisions which are not based on pre-

programmed human rules

Data collection and 
preparation is time intensive 

and vital to the 
effectiveness of the AI 

system

One or more algorithms are 
used – essentially statistical 

techniques which vary 
depending on the desired 
outcome e.g. regression v 

neural networks

The trained model (once 
tested) is deployed. Most AI 

models / systems don’t 
“learn on the job”, but they 
do need to be monitored 

and updated



Autonomy vs automation 
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� Still no consensus on definition of AI –
does it encompass rule-based automated 
systems?

� “Algorithmic decision-making” likely to 
encompass rule-based systems and AI

� “Automated decision-making” under GDPR, 
confusingly, probably also includes AI

Ostmann, F., and Dorobantu C. (2021). AI in financial services. The 

Alan Turing Institute. https://doi.org/10.5281/zenodo.4916041

Autonomy Automation 

Human-made rules

Transparency

Machine-made rules

Opacity

Simplicity Complexity



Deterministic v non-deterministic systems
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B2C2 v Quoine Pte  [Singapore courts]

“The algorithmic programmes in the present case are deterministic, they do and only do
what they have been programmed to do... Accordingly, in my judgment, in circumstances
where it is necessary to assess the state of mind of a person in a case where acts of
deterministic computer programs are in issue, regard should be had to the state of mind
of the programmer of the software...”

(Thorley J at first instance; [2019] SGHC(I) 3 at [208] and [211])

“A deterministic computer program or algorithm is bound by the parameters set by the 
programmer...”

(Menon CJ on appeal; [2020] SGCA(I) 02 at [98])

In contrast, it is helpful to consider AI as being non-deterministic i.e. not bound by the 

parameters set by the human programmer



Risks arising out of sophisticated AI 
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AI models are becoming increasingly complex and opaque

Source: ‘New Theory cracks open the black box of deep neural 

networks’, Wired (10 August 2017): https://www.wired.com/story/new-

theory-deep-learning/



Key AI features to keep in mind
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Opacity

Complex AI systems cannot 
be fully understood, 

interpreted or explained by 
humans

Data 

Data, including personal 
data, vital to AI in both 

training and deployment

Unforeseeability

AI systems have the ability 
to act autonomously and 

unpredictably



3. Generative AI v 
discriminative AI



The explosion of ChatGPT…
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Image Credit: LifeArchitect.ai

Pre-trained Model

Trained Model

A powerful large language model (LLM) capable 

of generating language (“generative AI”) How does it work?



What is generative AI?
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Source: https://vitalflux.com/generative-

vs-discriminative-models-examples/

Source: 

https://openai.com/research/gpt-4



The risks of generative AI
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Risks

Ownership

Recourse

Confidentiality

Inaccuracy

Security

Governance

Bias



Inaccuracy in generative AI
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What is an English law case that says parties don't readily give up their common law rights

One example of an English case that addresses the issue of parties not readily giving up their common law rights is the 

case of Parker v Taswell. In this case, the court held that a clause in a contract that purported to exclude or limit the 

parties' rights under common law would be subject to a strict interpretation and would only be enforced if it was clear 

and unambiguous. The court held that parties should not be taken to have readily given up their common law rights 

unless it was clear from the wording of the contract that this was their intention. This case is often cited as an example 

of the principle that parties should not be taken to have given up their common law rights unless it is clear from the 

wording of the contract that this was their intention.

Is there a more recent case which says the same thing?

Yes, there are more recent cases in England that have reaffirmed the principle established in Parker v Taswell that 

parties should not be taken to have given up their common law rights unless it is clear from the wording of the contract 

that this was their intention.

…

Another example is the case of Attrill v Dryad Maritime Corp. [2019] UKSC 43, where the Supreme Court held that a 

clause in a contract that purported to exclude or limit the parties' rights under common law would be subject to a strict 

interpretation and would only be enforced if it was clear and unambiguous.
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Which paragraph in Attrill says this?

In the case of Attrill v Dryad Maritime Corp. [2019] UKSC 43, the relevant paragraph that addresses the issue of parties 

not readily giving up their common law rights can be found in the judgement of Lord Hodge, in paragraphs 19 and 20.

In paragraph 19, Lord Hodge stated that "English law has long recognised the principle that parties should not be taken 

to have given up their common law rights unless it is clear from the wording of the contract that this was their 

intention." He also referred to the Unfair Contract Terms Act 1977 (UCTA) which state that a term of a contract is void in 

so far as it would exclude or restrict liability for death or personal injury caused by negligence, or for fraud or fraudulent 

misrepresentation.

In paragraph 20, Lord Hodge went on to state that "the principle that parties should not be taken to have given up their 

common law rights unless it is clear from the wording of the contract that this was their intention applies to clauses 

that seek to exclude or limit liability. Such clauses are subject to a strict interpretation and will only be enforced if they 

are clear and unambiguous."



2. Use cases



Use cases of discriminative AI

18

Equipment
Safety 

monitoring

Asset 

optimisation

Oil & gas

Fraud 

detection

Audit 

analysis

Tax 

compliance

Accountancy

Risk 

assessment



Use cases of generative AI
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Scheduling
Building 

design

Project 

management

Construction

Workplans
Reservoir 

modelling

Seismic 

surveys

Oil & gas



4. Impact of AI on 
expert witness work



How could AI impact expert work?
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1. Subject of expert opinion impacted by AI

i.e. opinion on state of affairs, process, 
decision etc. incorporates elements of AI 
when previously solely human involvement

2. Using AI in expert work

e.g. analysing information, distilling 
information (but hopefully not to write report 
or make decision!)

4. Courts using AI (?)

Perhaps not yet, but may do in future

3. Instructing solicitors using AI

e.g. to filter/identify relevant evidence

Various scenarios



What does ChatGPT say about this?
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What are the risks?
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Various scenarios

1. Subject of expert opinion impacted by AI

� Unfamiliarity
� New standards against which to opine
� Lack of transparency /understanding

2. Using AI in expert work

� Inaccuracy
� Lack of particularity
� Lack of precision

4. Courts using AI (?)

� TBD

3. Instructing solicitors using AI

� Hopefully low risk, but work being aware 
of how AI used



What does ChatGPT say about this?
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Final thoughts
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The greater the impact 

that AI has on your role 

as expert witness, the 
more you will need to 

understand its operation, 

impact and shortcomings 

AI will have widespread 
use and impact, including 

on expert witness role 

and in legal work 
generally

AI is here to stay

Try to stay on top of 

developments, at least at 
a high level



Questions
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